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ABSTRACT: Sensors based on two-dimensional (2D) field-effect transistors (FETs) are extremely sensitive and can
detect charged analytes with attomolar limits of detection (LOD). Despite some impressive LODs, the operating
mechanisms and factors that determine the signal-to-noise ratio in 2D FET-based sensors remain poorly
understood. These uncertainties, coupled with an expansive design space for sensor layout and analyte positioning,
result in a field with many reported highlights but limited collective progress. Here, we provide insight into sensing
mechanisms of 2D molybdenum disulfide (MoS,) FETs by realizing precise control over the position and charge of
an analyte using a customized atomic force microscope (AFM), with the AFM tip acting as an analyte. The
sensitivity of the MoS, FET channel is revealed to be nonuniform, manifesting sensitive hotspots with locations that
are stable over time. When the charge of the analyte is varied, an asymmetry is observed in the device drain—current
response, with analytes acting to turn the device off leading to a 2.5X increase in the signal-to-noise ratio (SNR). We
developed a numerical model, applicable to all FET-based charge-detection sensors, that confirms our experimental
observation and suggests an underlying mechanism. Further, extensive characterization of a set of different MoS,
FETs under various analyte conditions, coupled with the numerical model, led to the identification of three distinct
SNRs that peak with dependence on the layout and operating conditions used for a sensor. These findings reveal the
important role of analyte position and coverage in determining the optimal operating bias conditions for maximal
sensitivity in 2D FET-based sensors, which provides key insights for future sensor design and control.

KEYWORDS: sensor, field-effect transistor, molybdenum disulfide, 2D, signal-to-noise ratio, hotspot, sensing mechanism

ensors based on 2D materials offer extreme sensitivities,
S largely due to their high surface-to-volume ratios

enabling efficient gating by nearby, analyte-based
charges." Graphene was the first 2D material to gain
prominence as a sensing element and was eventually shown
to be capable of resolving the adsorption of a single gas
molecule,” among other achievements.> ™ Limitations arising
from the lack of a bandgap in graphene led to increased work
in sensors based on semiconducting 2D materials, such as
phosphorene,” tellurene,” or molybdenum disulfide
(MoS,).”"" The achievements of these semiconducting
nanomaterial-based sensors are notable, including attomolar
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limits of detection and label-free sensing.'' These achieve-
ments have been obtained while avoiding the pitfalls of
competing technologies; for example, the high operation
temperature and power consumption required by metal-oxide-
semiconductor (MOS) gas sensors.'” 2D material-based
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Figure 1. MoS, FET-based sensor structure, device operation, and SGM setup. (A) Schematic illustrating the SGM process, showing that a
voltage is applied to an AFM tip to simulate a charged analyte while the tip is rastered at a fixed height above the FET being electrically
characterized by a synchronized electrical device characterization setup (Synch-Dev). (B) An optical image showing Ni source/drain
contacts (10 nm Ni/20 nm Pd) deposited onto an MoS, flake, forming a device. (C) An AFM scan showing the topology of a typical device.
(D) Transfer and (E) subthreshold characteristics of an example MoS, FET (identical data and fit shown in each panel on linear and log

scales, respectively).

sensors have been demonstrated, among many other
applications, for prenatal genetic screening,'® sensing antibiotic
concentrations,”> and detecting cancer biomarkers.™
Although 2D material-based sensors show great promise,
considerable challenges remain, particularly related to con-
sistent sensor operation, selectivity in real-world conditions,
and device yield during manufacture. While the very nature of
a 2D material with nearly all-surface charge transport provides
sensitivity to electrical perturbations in its vicinity, the best
practices to consistently transduce these perturbations remains
elusive. Most demonstrations found in the literature occur in
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controlled environments or using one operational device out of
many that were fabricated. Furthermore, the literature abounds
with conflicting conclusions regarding key aspects of sensor
operation, including the ideal operating point.

Most of these 2D material-based sensors are configured as
field-effect transistors (FETs) in which the 2D material is used
as the FET channel."”” When designing and fabricating such a
sensor a number of key design choices need to be made,
including the optimal location of analyte sensing (at the
source, at the drain, localized in the channel, spread across the
channel, etc.), the thickness of the encapsulation layer(s), the
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FET polarity (p- or n-type), and the operating point—
transistor off-state (subthreshold regime) or on-state (satu-
ration or linear regime). These are only a few of the critical
choices, which together comprise an expansive parameter
space for determining the most appropriate sensor design. The
difficulty of explicitly controlling many of these variables limits
the feedback that could illuminate underlying mechanisms and
guide rational design iterations. For instance, when testing a
biosensor, it is typically not feasible to maintain control over
the location of an analyte molecule relative to the sensing
element with nanometer precision. However, the specific
location of the analyte typically makes a significant difference
in the detected signal. Without an understanding of the
influence of key variables that affect the detection mechanisms,
it is unlikely that 2D FETs will reach their full potential and
realize broad adoption.

To address these shortcomings, we used a customized
atomic force microscope (AFM) with a synchronized electrical
device control platform (Synch-Dev) to explore the impact of
precise analyte position and charge on signal transduction in a
2D FET-based sensor. The apex of the AFM cantilever tip
acted as the analyte, with the tip voltage representing the
effective analyte charge and the Synch-Dev providing
synchronized electrical biasing of the FET and tip voltage.
Utilizing this functionality, we explored the operation of an
MoS, FET-based sensor and observed “hotspots” of sensitivity
distributed throughout the channel, with no evident preference
for the source-side or drain-side of the device. Through varying
the height of the voltage probe, sensitivity to remote charges
was characterized, showing substantial benefits to reducing the
analyte—channel separation. Importantly, an increased sensi-
tivity to local charge was observed when the charge gated the
transistor toward the off-state rather than the on-state. Three
distinct types of signal-to-noise ratio (SNR) were defined
based on prior sensor demonstrations, and each of these was
analyzed for efficacy in this controlled charge characterization
setup. This analysis yielded evidence of the ideal range of
operation for many sensing modalities, which is around the
threshold voltage of the device and depends on the extent of
the channel that is gated. These observations provide insight
for the design of 2D FET-based sensors and the most
appropriate operating mode for maximized SNR.

RESULTS AND DISCUSSION

The customized AFM setup used in this study was leveraged to
perform several types of scanning probe microscopy (SPM),
such as electrostatic force microscopy (EFM), Kelvin-probe
force microscopy (KPFM), and scanning gate microscopy
(SGM). These and other similar measurement methods have
seen some use on 2D-FETs previously.'® While EFM and
KPFM are available with many traditional AFM instruments,
our modified SGM approach required additional channels of
synchronized measurements provided by a custom in situ FET
characterization system (Synch-Dev), portions of which have
been described previously.'”'® This latter approach provided
the most illuminating and pertinent data, enabling direct
correlation between the SGM tip position and the charge with
the MoS, FET behavior under active bias. Many reports have
presented SGM on graphene devices,'”~>* mostly from the
perspectives of observing insights stemming from graphene’s
band structure. To date, however, application of the SGM
technique to other 2D materials has been limited. For MoS,,
SGM has been used to highlight electrical domain

boundaries™ and to suggest that electron beam exposure
may lead to a phase transition.”*

Although not traditionally used for this purpose, SGM is
very well suited to physically simulate many aspects of FET
sensing with high degrees of precision and control. To perform
an SGM scan, a sharp tip is first scanned over the surface of a
device, as in AFM. Once the end of the scanline is reached, the
tip is raised by a preset distance (htip) and rescanned over the
same line maintaining a constant height above the surface
(Figure 1A). This second, raised line scan is referred to as the
nap scan. During the nap scan, a voltage (V,;,) is applied to the
tip while a substrate gate voltage (Vi) and a device drain to
source voltage (V) are applied to the FET, setting the sensor
operating point. The device’s drain current (Ip) is then
recorded during the nap scan and mapped to the position of
the tip, thus forming an image.

The Synch-Dev system we developed in this work integrates
several instruments and interfaces providing compelling
capabilities. In this system, device chips are wire-bonded into
packages which are in turn inserted into custom printed circuit
boards (PCBs). These PCBs make the use of micro-
manipulators unnecessary and thus increase the stability of
electrical measurements while other system components are in
motion. Source measure units (SMUs) interface with these
PCBs to provide stable voltage application and current
measurement down to 10 fA. Furthermore, hardware triggering
and communication bus paths were implemented between the
AFM, four SMUs, the PCBs, and a control computer to
provide tight synchronization between the measurements.
Extensive software was developed and deployed at each system
node to facilitate control, synchronization, automation, and
data fusion. Further details of this system are outlined in the
Supporting Information along with Figure S1.

The devices studied in this work were fabricated by forming
metal contacts on exfoliated MoS, flakes (approximate
thickness 5—10 nm) using electron beam lithography (EBL),
metal evaporation, and a lift-oft process. Channel lengths were
500 nm, with channel widths on the order of 1 um
(determined by the flake geometry). A doped silicon substrate
was used as a device back gate with a 25 nm thermal SiO, gate
oxide. Full fabrication details can be found in the Supporting
Information. Typical optical and AFM images of the
completed devices are shown in Figure 1B,C. These devices
yielded on/off-current ratios of over 6 orders of magnitude
with on-currents on the order of 10 pA at Vg = 100 mV (see
Figure 1D,E). These device characteristics are similar to many
others currently reported in the literature, making the results
presented here broadly applicable. Transfer and subthreshold
characteristics of the several devices studied are shown in
Figure S2.

Using the combination of these MoS, devices and our
custom Synch-Dev measurement system, the response of a
device was mapped across the in-plane location of the
simulated analyte (charged tip). An example of this type of
mapping is shown in Figure 2B, where the topography of the
same device is shown in Figure 2A. The nature of the
interaction between the tip and the channel was capacitive,
with no measurable current flowing to or from the tip. It is
clear that the sensitivity of the device to the simulated analyte
varies across both the length and the width of the channel, with
some regions showing a strong response to the presence of the
tip while the response is minimal in other regions. As can be
seen in Figure 2B, “hotspots” of sensitivity occur throughout
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Figure 2. Sensitivity and hotspot identification across the MoS,
channel. (A) Topology scan corresponding to parts (B) and (C).
(B) “Hotspots” are shown in the nonuniformity of the device
response to a controlled local charge. The modulation of the
device drain current is shown versus the position of the local
charge above the device, at a fixed height under the parameters
listed in the inset (note: Vg of 0 V is in the on-state for these
transistors—see Figure 1D,E). (C) The normalized signal (drain—
current modulation), noise (standard deviation from multiple
repeated line scans), and SNR of an average scan line across the
device (i.e., average of all scan lines), showing that both the signal
and the SNR peak near the center of the channel, on average.

the channel. This observation is similar to results reported in

other systems.””*> It has been proposed that these hotspots
: 2627 . e .

arise from defects, inhomogeneities in the density of

states,”” charge irregularities in the substrate,””® or differences

in adhesion/contamination between the 2D material and the

substrate.”!

No systematic variation in the sensitivity across the channel
geometry was observed here, such as increased sensitivity near
one contact, as has been proposed previously.”’ Instead, the
sensitive hotspots occurred randomly within the channel of the
device. When the same device was scanned on different days
and under different operating conditions, the locations of the
hotspots remained constant, suggesting that they arise from a
stable characteristic of either the channel, the substrate, or
their interface. The presence of sensitivity hotspots was
observed across many devices and operating conditions.

If these hotspots truly occur at random, it would be difficult
to conceive of a sensor design that could take advantage of the
higher sensitivity they offer. One valid approach to solve this
issue could be to establish precisely what type of defect or
contaminant leads to these hotspots and to determine if they
can be reliably placed during fabrication. This route is
recommended for future work; meanwhile, the focus herein
lies on characterizing existing behavior. As such, we have
worked to determine the most probable hotspot locations. By
taking the average response of all line scans across a device’s
channel, the signal peak illustrates where, on average, the
channel exhibits a maximal response (i.e., highest probable
location of hotspots). An example of this type of line scan
average is shown in Figure 2C, where it is clear that the device
response, or signal, is maximized halfway between the source
and the drain, on average.

When operating a sensor, maximizing the signal alone is
typically not the primary objective. Instead, the signal-to-noise
ratio (SNR) is often a more valuable metric, as it allows for the
determination of what levels can be resolved independent of
amplification. While mapping the response across a device has
made it clear that hotspots exist that cause the generation of
larger signals than other areas (see Figure 2B), these mappings
have not given any indication of what contribution these
hotspots may make to the observed noise levels. To determine
what this contribution may be, our custom Synch-Dev
measurement system was adjusted to allow for multiple
measurements of the same line scan, allowing a noise metric
to be extracted as the standard deviation of repeated
measurements. This capability allows signal, noise, and SNR
to be mapped with respect to each of the other system
variables. The noise was found to rise along with the signal, but
to a lesser extent, such that the SNR is maximized near the
center of the channel length along with the signal (see Figure
2C). This implies that analyte wells or similar structures should
be designed to expose analytes to the center of the channel to
maximize SNR. It has been proposed that some sensors derive
the majority of their sensitivity from the contacts or contact
interface,”” but this is not supported by the devices tested
here.

In addition to determining the dependence of the sensor
response on the lateral position of the simulated analyte, it is
also valuable to measure the relationship between the sensor
response and the out-of-plane distance of the analyte. Many
2D material-based charge detection sensors are likely to
require a passivation layer to protect the sensitive material
from de§radation from either the environment or the
analyte™" (for example, 2D materials like black phosphorus
are degraded by both oxygen and water’*). Other sensors will
require bioreceptors, linkers, or adhesion layers to attract or
bind the intended analyte. Any such layer, whether intended
for passivation or analyte binding, will increase the distance
between the 2D material and the analyte. Although it is clear
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that sensitivity will decrease as the analyte is moved farther
from the device channel, the utility or even necessity of
interlayers motivates determination of the precise relationship
between device response and analyte distance. This relation-
ship can be used to evaluate trade-offs between interlayer
thickness and sensitivity during the sensor design process.

To this end, SGM scans were taken across a range of heights.
As expected, the device response was reduced and broadened
as the out-of-plane distance to the simulated analyte was
increased, as shown in the example scans in Figure 3A. Note
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Figure 3. Dependence of the sensitivity on analyte height. (A)
SGM maps showing the magnitude of the drain current
modulation versus the location of the simulated analyte for a
range of heights (indicated in the top right corner of each map).
(B) Relationship between the device response and the analyte
height is expressed by summarizing each full scan with a response
metric (99th percentile of modulated drain current across the scan
image), while the inset shows a similar trend predicted by our
numerical model.

that the lateral locations of the hotspots remained constant
across analyte heights. To quantify the relationship encoded in
this set of images, we defined a metric of device
responsiveness; specifically, the 99th percentile of the device
response across the scan image was used to capture the
effective maximal response while avoiding susceptibility to
potential outliers. We then extracted this metric from each
image and plotted it against height in Figure 3B. More scan
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images and a more complete breakdown of percentiles are
shown in Figure S3.

To further explore this trend, we developed a model in
which a device channel was represented as a transistor mesh
grid, with the gating of each node calculated from a
geometrical electrostatics model, as described in the Support-
ing Information (see also Figures S4—S6). This model
accurately reproduced the qualitative shape of the device
response as a function of tip height for small distances;
however, at larger distances, it predicted that the response
would drop off more slowly with distance than was observed
(see Figure 3B). The qualitative similarity between the model
predictions and our observations provides some validation of
the data collection and analysis methodology. The assumptions
of the model are general to all FET-based charge detection
sensors, suggesting that the observed trend may be general-
izable beyond the specific devices and materials used in this
study. We were surprised how steeply the response declined
within the first 100 nm, even without the large amount of
charge screening present in some sensors. This fast decay in
sensitivity with distance highlights the need for developing
ultrathin capping Ia;rers,36 short linker molecules, aptamers to
replace antibodies,”” polymer brush layers allowing use of the
Donnan effect,®® and other methodologies that enable smaller
distances between the device channel and the analyte.

Although the majority of the details of our numerical model
are specific to localized charge detection and are described
primarily in the Supporting Information, our general FET
model is more broadly applicable and will be briefly
summarized here. This model was adapted from previous
work®”*’ to provide a single equation with no conditionals that
is valid, continuous, and differentiable across all operating
regimes. Furthermore, this model is defined in terms of
common device performance metrics, so that it can be easily
used by experimenters to extract performance metrics from a
typical device or be fit to data in order to obtain estimates and
estimate uncertainties for key parameters that are commonly
reported. In this model, the FET drain current (Ip) is given by

1D=2(

where q_
q SS

"7 oy
in kelvin, q is the charge of an electron, g, is the device
transconductance, Vg is the device drain voltage, W is the
lambert W function (real part, available in most scientific
computing packages, can also be globally approximated in
terms of logrithms,"' with arguments shown in square
brackets), Vg is the device gate voltage, Vr is the device
threshold voltage, and SS is the device subthreshold swing in
volts/decade. A fit of this model to example device data is
shown in Figure 1D,E. A series of plots demonstrating the
model outputs across a range of input device metrics is shown
in Figure S4, alongside an expanded version of the model
including mobility degradation. This model can be easily used
to extract device metrics from current versus voltage data or to
model the effect of device metrics on observed results, as in our
expanded sensor numerical model.

In sensing applications, it is typically quite difficult to make a
change to the charge of the analyte to determine what effect
the magnitude of that charge entails. The few studies that have

nkgT
q

2
gm 2 2
—(q,” —aq,)
) ‘/DS is id

= W[eH(VGs—Vr)/Z"kBT] q,= W[eq(VGS_VT_VDS)/znkBT]’

7

kg is Boltzmann’s constant, T is the temperature
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managed to vary this parameter for specific sensors had to use
impressive experimental feats to do so.”” Here, however, our
experimental system allows precise control over the analyte
charge, which enables us to determine the influence of both the
magnitude and the polarity of the charge. To this end, full
SGM scans were taken across a range of tip voltages with
repeated measurements to enable extraction of a noise metric
(the standard deviation of the multiple measurements). As
discussed previously, the magnitude of both the response and
the noise were extracted from each scan. This allowed an SNR
value to be calculated from each scan image. We found that the
system noise was not significantly affected by the analyte
charge, suggesting that the SNR was governed by the signal.
Although, as expected, the SNR increased with the
magnitude of the analyte charge, we found that the SNR
increased more rapidly when the charge was acting to turn the
FET to the off-state compared to the on-state (Figure 4A).
This may seem counterintuitive, since the slope of the FET
transfer curve is increasing with gate voltage over the majority
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Figure 4. SNR is asymmetrically influenced by analyte charge
polarity. (A) SNR dependence on the tip (simulated analyte)
voltage, revealing a stronger increase when the analyte acts to turn
the FET off; the behavior is consistent for two different operating
points. (B) Numerical model predicting the same asymmetry that
was experimentally observed. (C) Example SGM scans that were
summarized in (A) shown for reference with their associated tip

voltages (Vﬁp) indicated in the top right corner of each scan.

of the operating range, such that gating perturbations pushing
the device further into the on-state may be expected to
increase the drain current slightly more than perturbations
pushing it toward the off-state. This argument would not hold
if the operating point set by the substrate gate were far enough
into the on-state to set the device past the point of maximal
transconductance, but we observed the same trend at multiple
operating points, all on the subthreshold side of maximal
transconductance. Since these devices experience some
hysteresis, the scan through tip voltages was completed in
the direction that would minimize the observed asymmetry,
such that the asymmetry would have been larger should the
progression of tip voltages proceeded in the opposite direction.

It could be argued that when the device is held near the
threshold voltage (i.e., transition voltage between the off- and
on-states), gating perturbations would encounter an exponen-
tial relationship toward the off-state and a linear relationship
toward the on-state (see the log-scale subthreshold curve in
Figure 1E), explaining the observed asymmetry in the
response. This argument, however, does not hold because
the slope of the exponential relationship is everywhere lower
than the slope of the linear relationship (see Figure 1D). Since
the signal is defined as an absolute change in drain current
rather than a percentage change in drain current, it is the slope
of the drain current versus gate voltage relationship that should
determine the result. Additionally, the fact that this trend was
exhibited at multiple operating points (Figure 4A) demon-
strates that it is not specific to operating at or near the
threshold voltage.

Because the two lines of reasoning just presented do not
appear to explain the observed results, the numerical model
discussed above (i.e., using a 2D mesh grid of transistors to
represent the FET channel) was employed to discover the root
cause of the measured asymmetry. The predictions of this
model were in good agreement to the measurements, as shown
in Figure 4B. The modeling process helped to illuminate an
underlying reason for the asymmetric response with simulated
analyte polarity: the analyte effectively perturbs the con-
ductance of a segment of the channel. For small perturbations,
the magnitude of a positive conductance perturbation will be
similar to that of a negative perturbation. In a model as simple
as a chain of three resistors, if the conductance of any single
resistor is decreased by 50% or increased by 50%, the overall
conductance of the chain will change by —25% or +12.5%,
respectively (see Figure S7). The numerical mesh model,
although much more sophisticated, follows roughly the same
principle as the mental model of the three-resistor chain. Both
models indicate that a local disruption in current (decrease in
conductance) leads to a larger global impact on current flow
across the channel than an equal and opposite local
enhancement (increase in conductance).

With this underlying mechanism identified, it is reasonable
to project that the asymmetry between response to a positive
analyte charge versus response to a negative analyte charge is a
result that is generalizable to all types of FET-based sensors in
similar configurations. The mechanism discussed is not specific
to a certain operating point or operating range, nor is it specific
to MoS, or even 2D materials. With all else equal, a FET-based
charge sensor where the analyte modulates the device toward
its off-state will have a higher SNR than the same sensor where
an analyte of the opposite charge modulates toward the on-
state. As such, we recommend that, when designing a FET-
based sensor to detect a charge-based analyte, a device be
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selected with a polarity such that it will be turned off by that
analyte.

The next item to be determined for FET-based sensors is the
ideal operating point, ie. the operating point at which the
SNR is maximized. There has been some debate in the
literature as to where the ideal operating point may be, with
some studies suggesting that it will occur at the point of
maximum transconductance®® (in the center of the linear
regime), while others concluded that this point is in the
subthreshold regime.** The discrepancy between the con-
clusions of these studies suggests that more work is needed to
resolve the issue.

To that end, we performed SGM scans on our devices
accounting, as before, for both signal and noise estimation
across a range of substrate gate voltages (ie, operating points).
One SNR value was extracted from each full scan image, with
three full scans performed at each gate voltage in order to
obtain a measurement of uncertainty (standard deviation).
Figure 5C shows that the SNR peaks are located consistently
near the center of the subthreshold regime. This trend was
observed to hold true for measurements across multiple
devices as well as for multiple measurements of the same
device. An effective transfer curve and transconductance
relationship were each extracted from the same set of scan
images and are shown aligned to the same axis in Figure 5A,B,
illustrating that the SNR peak is far removed from the
transconductance peak. The transconductance peak is located
in the center of the on-state, whereas the SNR peak is in the
center of the off-state.

This operating point experiment was repeated for both a
positive and a negative analyte charge (AFM tip charge), with
the location of the SNR peak remaining in the off-state for
both charge polarities (Figure SC). The SNR peaked at a
slightly higher gate voltage when the analyte was turning the
device off, as predicted by our numerical model (Figure S8).
As indicated earlier, the SNR is higher when the analyte charge
was pulling the device toward the off-state than when it was
pulling the device toward the on-state. At some operating
points, the difference between SNRs with a positive compared
to negative analyte charge was small; however, this difference
was exaggerated near the SNR peak. The peak SNR with the
device being turned more off by the analyte was roughly three
times larger than the peak SNR with the device being turned
on by the analyte. This reinforces our earlier recommendation
of choosing a device polarity that will be turned off by the
intended analyte when designing a sensor. Interestingly, a
crossover in this trend was observed far into the on-state (see
Figure SC near Vg = 1 V), but in this region the difference
between the SNRs for the opposite analyte charges was small.
Figures 4 and 5 provide four cross sections through the SNR
versus Vy, and Vg surface, illustrating the rough trends
observed across these parameters.

Across the range of operating points studied, the noise rose
with increasing device drain current, independent of analyte
charge polarity. The shape of the signal with respect to the
operating point, however, was markedly different between the
two polarities. The breakdown of the SNR into signal and
noise components is shown in Figure SD—E. Note that the
noise observed in these devices was found to be predominantly
flicker noise, due to the low measurement frequencies utilized
in the experiments.

We performed two distinct versions of this experiment, with
both leading to very similar results. In the first version (results
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Figure 5. Influence of the operating point on the SNR, showing the
max in the subthreshold regime. The results from a large number
of SGM scans of a MoS, FET are summarized in terms of (A) drain
current, (B) transconductance, (C) SNR, (D) signal, and (E) noise
across a range of operating points and for two analyte polarities

(VTG = Vtip - Vcs)'

shown in Figure S), the voltage difference between the tip and
the gate (Vi = V,;, — Vgs) was held constant as the gate
voltage was varied. This was done to maintain the magnitude
of the gating modulation through the tip at a constant value
around the global operating point. In the second version of the
experiment (results shown in Figure S9), the tip voltage (Vﬁp)
was held at a constant value as the gate voltage was varied.
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Both versions (varying Vyg in one and V;;, in the other) were
repeated for a positive and a negative effective analyte
influence. Results from each version showed SNR peaking in
the subthreshold regime, with the analyte influence that
modulates the device toward its off-state leading to a much
higher maximal SNR.

Up to this point, the signal of our sensor has been defined to
be the maximum change in current through the device seen in
response to our voltage probe (i.e., the maximum color change
seen in a scan image). The SNR can be defined in terms of
three distinct signal metrics. For FET-based sensors these three
signal types are often expressed as conductance (G), change in
conductance when the analyte is introduced (AG), and
percentage change in conductance when the analyte is
introduced (AG/G). There are distinct use cases associated
with each of these signal metrics that illustrate the role and
importance of each. If the analyte has full control over the
gating of the device (although this is rarely the case), then G
alone would be appropriate. If the analyte causes small
perturbations in the gating of the channel, which is centered
around an operating point set by another gate (such as a back
gate), then AG would be an appropriate signal metric when no
amplifier is used. When an amplifier is used, however, the
absolute size of AG becomes less important, as percentage
changes can be amplified to a different absolute scale. In this
case AG/G (or a percentage change) becomes the most useful
signal metric. Note that the choice between AG and AG/G
could depend on the specifics of the measurement and
amplification approach, as some approaches lend themselves
more easily to rereferencing than others. Since AG is a very
common signal metric, use of the terms signal and SNR in this
work refer to the AG definition of the signal, unless otherwise
specified.

An SNR can be derived from each of these types of signals,
and the ideal operating point depends heavily on the
appropriate SNR for the sensor setup in question. To illustrate
the difference between the three SNRs derived from these
three signal metrics, we performed substrate-gated measure-
ments of our MoS, devices, with noise calculated from the
variation of 50 000 measurements under the same conditions.
Three SNRs have been calculated from the results using the
three definitions discussed above and are shown in Figure 6
plotted as a function of the operating point. When gating
perturbations affect the entire channel via the substrate gate,
SNR; increases steadily throughout the on-state, SNR, peaks
slightly to the subthreshold side of peak transconductance, and
SNR, g/ has a peak deep in the subthreshold regime.

Using the same device, we have shown that gating
perturbations that affect the entire channel lead to a SNR,¢
peak near the point of maximum transconductance (Figure 6),
whereas gating perturbations that affect a localized region of
the channel lead to a SNR, peak centered in the subthreshold
region (Figure SC). This apparent behavioral difference
provides insight regarding the disagreement in the literature
about where this SNR peak will be found. Our numerical
model predicts that if the analyte influence were to span the
entire channel, the SNR,; peak would shift toward the on-
state as compared to when the analyte influence is localized to
a small area of the channel (Figure S10). The predicted shift is
not as large as the experimentally observed shift (experimental
shift observed from the peak position difference of Figure 6
versus Figure SC). We surmise that this difference is likely a
result of how the model predicts noise by assuming that it is a
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Figure 6. Types of SNR and their dependence on the operating
point for global gating. Three different types of SNR (see text) are
plotted as a function of the gate voltage (operating point). The
data illustrate that the SNR most pertinent to a given sensor will
have bearing on its ideal operating point. These global gating
measurements were performed on the same device as the local
gating measurements presented in Figure S, allowing comparison
of the SNR peak positions relative to peak g,,. The error bars were
computed as +1 standard deviation of measurements across drain
voltages ranging from 100 mV to 500 mV, indicating that the
shapes of these normalized trends are independent of drain voltage
over the range studied. The transconductance and threshold
voltage are shown for reference.

constant percentage of the drain current in both instances.
While our data confirms that this assumption is approximately
accurate for the case of localized gating perturbations, our
global gating perturbation measurements clearly indicate that
this assumption is not valid in that case. It has also been
previously proposed that changes near the contacts could
influence the extent of gating and may alter the noise profile.*’

‘When moving from a global to a local analyte influence, our
model predicts that changes in the signal will push the SNR,¢
peak toward subthreshold. Furthermore, our noise measure-
ments indicate that changes in the noise profile will push the
SNR,; peak toward subthreshold, and our SNR,; peak
measurements confirm that this peak shifts from near the
transconductance peak for a globally gated device (Figure 6) to
the center of the subthreshold regime for a local-analyte-gated
device (Figure SC). Future work should include the
observation of intermediate steps of this shift by creating
localized influences of various extents. This could be achieved
by creating analyte exposure wells of several sizes on similar
channels.

The observation that the location of the SNR peak is
dependent on the portion of the channel that is influenced by
the analyte has important implications for many sensors. Some
FET-based sensors require contact passivation,%’46 and this
passivation layer most often extends over a portion of the
channel, causing only a part of the channel to interact with the
analyte. Other sensors have discrete wells formed on the device
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channel and only allow the analyte to interact with the channel
inside these wells."” Some sensors expose the entire channel to
the analyte,*® while still other sensors detect single molecular
events that only influence a small portion of the channel at any
given time.*” The SNR in each of these schemes will likely be
influenced according to the principles discovered here and
outlined above.

Some care will be required in extending the results presented
in this work to specific sensor designs. For instance, since this
work did not include a dielectric passivation layer covering the
active area of the FET channel in either the experiments or the
numerical model, a sensor that uses such a layer would require
the adjustment of all trends versus analyte distance by
considering the appropriate dielectric constants and layer
thicknesses. Similarly, the functionalization of the channel to
enhance sensitivity would lead to a threshold voltage shift if the
functionalization layer is charged and changes in trans-
conductance if the layer introduces scattering sites. Such
changes in device performance metrics could be adjusted in the
inputs to the numerical model presented here in order to gain
an approximate understanding of what influence they may
enact. When this type of care and consideration are taken, the
principles defined and characterized in this work remain highly
relevant and are applicable guidelines for future sensor
development.

CONCLUSIONS

Our custom measurement system allowed us to investigate a
highly controlled sensor based on a 2D FET, exploring the
effects of parameters that are difficult to control in typical
sensors of this type. Our results show that a device is not
uniformly sensitive across the channel, but rather the device
exhibits sensitivity “hotspots”, with locations that remain stable
in time. On average, however, the SNR is maximized near the
center of the channel, suggesting that analyte wells should be
placed there in practice. We found that the response of the
device is highly asymmetric with respect to the polarity of the
analyte charge—an analyte that turns the device off leads to
higher SNRs, and we identified a broadly applicable
mechanism for this effect. This suggests that device polarity
should be chosen such that the device will be gated toward the
off-state by the analyte of interest. This asymmetry is most
strongly manifest at the operating point that leads to maximal
SNR, which we determined to be in the subthreshold regime
when the device is locally gated. The ideal operating point in
terms of SNR, however, was found to shift with the extent of
the channel that was gated, with our numerical model
suggesting this may be a continuous shift as the extent of
gating is varied. Verification of this proposed continuous shift
in the ideal operating point with extent of gating would be a
valuable subject in future work. Our findings, along with a clear
definition of different types of SNR and when each should be
used provide a clear pathway for designing 2D material FET-
based sensors.

METHODS

The devices were fabricated from mechanically exfoliated MoS, flakes
that were transferred to a p-type silicon wafer with 25 nm thermal
oxide with a grid of palladium interconnects previously formed via
photolithography, electron-beam evaporation, and liftoff. Thin flakes
were selected for device fabrication using an optical microscope based
on the contrast of the flake with the substrate. The nickel source and
drain contacts were formed by electron-beam lithography of the

PMMA resist, electron-beam metal evaporation, and lift-off. Chips
were wire-bonded into 68 pin ceramic packages, which were inserted
into our custom designed PCBs to be measured by our Synch-Dev
system developed for this work. Further specific details of the
fabrication process, the measurement system, and the numerical
models referred to throughout the text are described in the
Supporting Information.
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